Evaluation of Lattice-Based Signature Schemes in Embedded Systems

Abstract—Lattice-based cryptography is a promising candidate and remedy in public-key cryptography in case quantum computers become feasible or a major breakthrough in solving the factorization problem or the discrete logarithm problem is achieved. Due to ongoing research in this field, many schemes still lack implementations that examine their practicability, especially for embedded systems. In this work we discuss the potential of lattice-based signature schemes for practical applications on constrained devices in a post-quantum era. We focus on the schemes GLP, BLISS, and Dilithium and discuss their unique properties as well as challenges regarding their implementation on embedded devices. In this regard we present and review optimized implementations of these schemes for ARM Cortex-M4 microcontrollers to evaluate the practical performance of the schemes.
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I. INTRODUCTION

Digital signatures are a fundamental asymmetric cryptographic primitive with numerous applications in our daily life. Every digital transaction that requires authenticity and integrity requires a digital signature over the message or document. Currently deployed signature schemes, like RSA, DSA, or elliptic curve-based solutions, base their security on either the factorization problem or the discrete logarithm problem. Ever since Peter Shor developed a quantum algorithm that is able to solve both problems in polynomial time in 1997 [20], quantum-secure alternatives have gained a lot of attention.

Classical signature schemes are present on millions of devices in the Internet of Things. Regarding the fact that these devices are often deployed in the field for years, a transition to post-quantum cryptography must take place in the foreseeable future. For this transition it is essential to evaluate and assess the suitability of post-quantum signature scheme for contemporary embedded applications.

The National Institute of Standards and Technology even started a standardization process for post-quantum cryptography that also takes into account how the submitted schemes perform on a large number of target platforms. Among the NIST submissions, four major classes of quantum-secure mathematical problems emerged: based on hash functions, on linear codes, on lattices, and on multivariate quadratics. In this work we will focus on signature schemes based on lattices. Lattice-based schemes offer comparatively high performance, reasonable parameter sizes, and the versatility to also instantiate advanced constructions, like identity-based encryption. In general, there are two approaches to lattice-based signatures. The first one is the hash-and-sign approach [11], [12] that requires a trapdoor sampler, and the Fiat-Shamir approach [8], [9], [13] that turns a zero-knowledge proof into a signature scheme. In this work we discuss the typical implementation challenges of lattice-based signature schemes and evaluate selected schemes on an ARM Cortex-M4F microcontroller platform or review existing microcontroller implementations of these schemes. As Fiat-Shamir signature schemes usually are more efficient than hash-and-sign signature schemes and therefore better suited for an implementation on a microcontroller device, we will focus on the Fiat-Shamir schemes GLP [13], BLISS [8], and Dilithium [9].

A. Contribution

In this work, we provide a comprehensive survey of the three signature schemes GLP, BLISS, and Dilithium. We analyze the evolution of lattice-based signature schemes and highlight unique properties of each scheme. We present the up to our knowledge first ARM Cortex-M implementation of the GLP signature scheme and present an optimized implementation of Dilithium. To complete the picture we review implementations of BLISS and its variant BLISS-B to show the different requirements that these schemes have regarding the target platform.

B. Related Work

The GLP scheme has been presented in [13] and an optimized AVX implementation of the scheme can be found in [14]. BLISS [8] and its improvement BLISS-B [7] have microcontroller implementations on AVR [15] and ARM Cortex-M4 [19], [21]. Dilithium has been published at TCHES’18 [10] and has been submitted to the NIST standardization process [9].

II. EVALUATION OF LATTICE-BASED SIGNATURE SCHEMES

In this section, we review the discussed schemes, GLP [13], BLISS [7], [8], and Dilithium [9]. For the sake of simplicity, we present high-level descriptions of these schemes and refer
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to the respective original publications for full details and security proofs.

A. Notation

Polynomials in \( R_q = \mathbb{Z}_q[x]/(x^n + 1) \) are labeled by bold lower case letters. Bold upper case letters denote matrices. The Gaussian distribution with standard deviation \( \sigma \) is denoted by \( D_\sigma \).

B. Signature Scheme: GLP

The GLP scheme is an extension of the work by Lyubashevsky [16], [17]. The private key is made of two polynomials \( s_1, s_2 \) with random ternary coefficients, i.e. coefficients in \( \{-1, 0, 1\} \). The public key consists of a globally constant polynomial \( a \) and another polynomial \( t \leftarrow a s_1 + s_2 \). The signing and verification procedures are sketched in Algorithms 1 and 2. Two masking polynomials \( y_1, y_2 \) are sampled that are used to hide the secret key in the signature. The message together with the masking polynomials and the global constant \( a \) is given as input to a random oracle (typically instantiated by a hash function) as required by the Fiat-Shamir transform. If the coefficients of the signature polynomials \( z_1, z_2 \) exceed a certain threshold (defined by the parameter \( k \)), the signature is rejected. The verification checks the validity of the signature with the help of the public key. The proposed parameters provide a security of 80 bits pre-quantum security [14].

\[ \begin{align*}
\text{Algorithm 1: GLP SIGNING ALGORITHM} \\
\text{Input:} & \ s_1, s_2 \in [-1, 1]^n, \ \text{message} \ m \in \{0, 1\}^* \\
\text{Output:} & \ z_1, z_2 \in [(k-32), k-32]^n, \ c \in \{0, 1\}^{160} \\
1 & \ y_1, y_2 \leftarrow \mathbb{Z}_q \left[ -k, 1 \right] \\
2 & \ c \leftarrow H(ay_1 + y_2, m) \\
3 & \ z_1 \leftarrow s_1 c + y_1, \ z_2 \leftarrow s_2 c + y_2 \\
4 & \text{if } z_1 \mathrm{or} z_2 \notin [(k-32), k-32]^n \text{ then} \\
5 & \text{go to step 1}
\end{align*} \]

\[ \begin{align*}
\text{Algorithm 2: GLP VERIFICATION ALGORITHM} \\
\text{Input:} & \ z_1, z_2 \in [(k-32), k-32]^n, \ t \in \mathbb{Z}_q, \\
& \text{message} \ m \in \{0, 1\}^* \\
\text{Output:} & \text{Accept (valid) or Reject (invalid)} \\
1 & \text{Accept if} \\
2 & \ z_1, z_2 \in [(k-32), k-32]^n \text{ and} \\
3 & \ c = H(az_1 + z_2 - tc, m)
\end{align*} \]

C. Signature Scheme: BLISS

With the objective to reduce the signature size further, Ducas et al. developed the signature scheme BLISS [8]. One major difference to GLP is that the masking polynomial \( y \) is distributed according to a Gaussian distribution instead of being uniformly distributed in a small interval. Furthermore the rejection step is performed according to a bimodal Gaussian. This can be seen in the choice of the random bit \( b \) that determines whether \( Sc \) is added to or subtracted from \( y \). The changes in BLISS lead to a signature size of only 5.6 kbit instead of 9.0 kbit for GLP. Another improvement is that in GLP, there are on average seven repetitions for each signing attempt while BLISS has a rejection rate of only 1.6. Signing and verification of BLISS is sketched in Algorithms 3 and 4.

\[ \begin{align*}
\text{Algorithm 3: BLISS SIGNING ALGORITHM} \\
\text{Input:} & \ \text{Key pair } (A, S) \text{ such that } AS = q \mod 2q, \ \text{message} \ m \in \{0, 1\}^* \\
\text{Output:} & \ z, c \\
1 & \ y \leftarrow D_\sigma^m \\
2 & \ c \leftarrow H(Ay \mod 2q, m) \\
3 & \text{Choose random bit } b \in \{0, 1\} \\
4 & \ z \leftarrow y + (-1)^b Sc \\
5 & \text{Continue with a probability} \\
6 & \ 1 - \left( \text{Exp} \left( -\frac{||Sc||^2}{2\sigma^2} \right) \cos \left( \frac{zSc}{\sigma} \right) \right) \text{ otherwise} \\
7 & \text{restart}
\end{align*} \]

\[ \begin{align*}
\text{Algorithm 4: BLISS VERIFICATION ALGORITHM} \\
\text{Input:} & \text{Public key } A, \text{ signature } z, c \in \{0, 1\}^{160}, \\
& \text{message } m \in \{0, 1\}^* \\
\text{Output:} & \text{Accept (valid) or Reject (invalid)} \\
1 & \text{Accept if} \\
2 & \ 2z \text{ does not exceed bounds and} \\
3 & \ c = H(Az + qc \mod 2q, m)
\end{align*} \]

There is also an improvement to BLISS called BLISS-B [7] that has an improved key generation and achieves a rejection rate of 1.4 for signing for the same security level of 128 bits of pre-quantum security.

D. Signature Scheme: Dilithium

One major property of GLP and BLISS is that they are based on ideal lattices which means that the underlying lattice is structured. To this day, there is no attack known that exploits this structure and is more efficient than other attacks but it is not clear if there might be such an attack in the future. Therefore the designers of Dilithium made a more conservative choice and select module lattices as security foundation of their scheme. In ideal lattices all arithmetic is carried out on polynomials. Module lattices rather consist of (small) matrices in which the matrix elements are polynomials. Obviously, this results in larger parameter sizes and slower computations. Algorithms 5 and 6 show the signing and verification of Dilithium. Table I provides a comparison of signature and key size for the three discussed schemes. We compare the instantiations of the schemes that were implemented. The Roman numeral behind the name of the scheme in Table I refers to the parameter set that was implemented.

III. IMPLEMENTATION

Implementing a lattice-based signature scheme on embedded devices poses a number of challenges to the developer. All
Discussed schemes have in common that their most important operation is polynomial multiplication. This can be efficiently realized with the number-theoretic transform (NTT) that lowers the complexity for polynomial multiplication from \( O(n^2) \) to \( O(n \log n) \). By applying a series of so-called butterfly operations to the polynomial it gets shifted from the time domain to the frequency domain in which polynomial multiplication is simple point-wise multiplication of the coefficients.

Within the NTT, modular arithmetic is performed. The choice of a suitable reduction algorithm has a major impact on the performance of the entire implementation of the scheme. Sometimes it even makes sense to combine different reduction techniques as one could be faster for reducing the result of an addition or subtraction and the other is better suited to reduce the result of a multiplication. In [2] Alkim et al. apply such a combination of the Montgomery reduction [18] and the Barrett reduction [3] to the NTT. Depending on the parameters and the target architecture, lazy reduction has to be considered. In this context, lazy means that the reduction is not performed after each operation, but only when a result is expected to be too big to be stored in a single register.

All schemes require to draw samples from some kind of distribution. For GLP and Dilithium the sampler is uniform and therefore rather easy to implement but BLISS requires sampling from a Gaussian distribution. A large number of samplers exists that have different properties. Picking a suitable sampler is a time-memory trade-off. See [19] for a comparative analysis of different sampling algorithms for BLISS.

### IV. MICROCONTROLLER EVALUATION

To evaluate the practical performance of the discussed schemes, we compare their implementations on an ARM Cortex-M4F microcontroller. Our target platform is the STM32F4DISCOVERY board that runs at 168 MHz. To have a common evaluation framework for all implementations, we make use of pqm4 [1]. In the pqm4 framework, the running time of an operation is measured in cycle counts using libopencm3\(^1\). The framework can also measure the stack usage with the help of stack canaries.

The AVX implementation of GLP from [14] is the basis for our ARM implementation of GLP. Note that the implementation from [14] works on the data type double, we therefore changed the data type to 32-bit integers what is the native data type for a 32-bit platform. For Dilithium we optimized the NTT of the reference implementation with assembly instructions to make it more efficient on the microcontroller. In particular we merged two of the eight stages of the NTT to reduce memory accesses. To be able to compare all implementations in the same setting, we also incorporated the BLISS implementation from [19] and the BLISS-B implementation from [21] into the pqm4 framework.

Table II shows the cycle counts of the implementations and in Table III the stack usage is listed. When comparing the performance numbers, one has to keep in mind that the schemes provide different security levels (see Table I). The first thing to note is that the key generation of BLISS is two orders of magnitude slower than the key generations of other schemes. This is due to rejections that happen during the BLISS key generation. In BLISS-B this rejection step has been removed what leads to a massive speed-up. BLISS-B also has a very fast verification with less than 300k cycles. The performance of Dilithium is worse than the performance of BLISS. This however comes to no surprise as the security properties of Dilithium are much more robust. In terms of stack usage, we again observe that BLISS-B needs the least amount of dynamic memory. The much higher memory requirements of Dilithium are again due to the underlying module lattice assumptions.

### V. CONCLUSION

In this work, we illustrated the evolution of lattice-based signature schemes and their fitness to microcontroller applications. While the design considerations of earlier schemes were mostly driven by efficiency considerations, Dilithium

---

\(^1\)http://libopencm3.org/
follows a more conservative approach. With regard to the NIST post-quantum standardization process, Dilithium has been designed to offer robust security and sacrifices some performance for that. While BLISS is more efficient in terms of memory consumption and cycle counts, Dilithium offers a security analysis that takes into account a potential quantum attacker and is not as much affected by a potential attack on the structure of ideal lattices as BLISS would be.

An important issue for microcontroller implementations is the protection against side-channels. The implementations compared in this work do not claim protection or countermeasures to side-channel attacks as such a discussion would go beyond the scope of this paper. For an extended discussion of side-channel attacks on lattice-based cryptographic constructions we refer to the reader to works such as [4]–[6].
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TABLE II

<table>
<thead>
<tr>
<th>Operation</th>
<th>Key Gen</th>
<th>Sign</th>
<th>Verify</th>
</tr>
</thead>
<tbody>
<tr>
<td>GLPT I</td>
<td>1,955,981</td>
<td>16,170,642</td>
<td>2,160,841</td>
</tr>
<tr>
<td>BLISS I</td>
<td>229,718,709</td>
<td>4,648,240</td>
<td>539,253</td>
</tr>
<tr>
<td>BLISS-B III</td>
<td>259,185</td>
<td>5,447,332</td>
<td>1,168</td>
</tr>
<tr>
<td>Dilithium III</td>
<td>2,320,362</td>
<td>8,348,349</td>
<td>2,342,191</td>
</tr>
</tbody>
</table>

TABLE III

<table>
<thead>
<tr>
<th>Operation</th>
<th>Key Gen</th>
<th>Sign</th>
<th>Verify</th>
</tr>
</thead>
<tbody>
<tr>
<td>GLPT I</td>
<td>12,520</td>
<td>23,432</td>
<td>17,336</td>
</tr>
<tr>
<td>BLISS I</td>
<td>19,560</td>
<td>20,340</td>
<td>11,628</td>
</tr>
<tr>
<td>BLISS-B III</td>
<td>1,168</td>
<td>7,512</td>
<td>2,816</td>
</tr>
<tr>
<td>Dilithium III</td>
<td>50,488</td>
<td>86,568</td>
<td>54,800</td>
</tr>
</tbody>
</table>

imates we refer to the reader to works such as [4]–[6].